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ABSTRACT

Drawing on Multimedia Learning Theory, this document explores the selection of appropriate tests for biva-
riate analysis. It provides synthetic visual aids that clarify several key concepts such as normality, correlation,
association and comparison. The aim is to offer a structured and practical understanding of how to choose
the correct statistical test by presenting twelve different bivariate analysis methods : Pearson’s correlation,
Spearman’s correlation, Kendall’s Tau, Chi-square test, Fisher’s exact test, Cramer’s V, Gamma, Student’s
t-test, Mann—Whitney U test, ANOVA, Kruskal-Wallis test, as well as the robust alternatives of Welch and
Brown—Forsythe.

En s’appuyant sur la théorie de I'apprentissage multimédia, ce document explore le choix des tests desti-
nés a l'analyse bivariée. Il propose des visuels synthétiques permettant de clarifier plusieurs notions clés telles
que la normalité, la corrélation, la relation et la comparaison. L’objectif est d’apporter un éclairage structuré
et opérationnel sur la sélection adéquate des tests statistiques, en présentant douze tests d’analyse biva-
riée : Pearson, Spearman, Kendall, Khi-deux, Fisher exact, V de Cramer, Gamma, Student, Mann—Whitney,
ANOVA, Kruskal-Wallis, ainsi que les tests robustes de Welch et de Brown—Forsythe.



Correlation Tests (Quantitative — Quantitative)
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Legend :

— n represents the sample size ;
— ND means normal distribution ;

— NVD means non-normal distribution.




Association Tests

[Qualitative - Qualitative]

1. If the contingency table is 2x2
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Legend
1. N.V. : nominal variable
2. O.V. : ordinal variable
3. O.B.V. : ordinal binary variable
4. Cramer’s V and Gamma measure the strength and the direction of the association.
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Comparison Tests (Quantitative — Qualitative)

[Quantitative — Qualitative}

T Es

If NVD If NVD
E 1D ] { Mann-Whitney ] E D ] [ Kruskal-Wallis ]

} Other cases :

Welch

Brown—Forsythe

If HV Other cases If HV
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Legend :
— K : number of subgroups of the qualitative variable ;

— ND : normal distribution and NVD : non-normal distribution ;
— HV : homogeneous variances (homoscedasticity) ;
— Other cases : when variances are not homogeneous (heteroscedasticity) ;

— Rare but possible case : the dependent variable follows ND and K > 2 with
non-homogeneous variances, but Welch and Brown—Forsythe tests cannot be applied
because some subgroups have variances equal to 0; in such situations, Kruskal-Wallis

is used.
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Tests de corrélation (Quantitative — Quantitative)
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Légendes :

— n représente la taille de I’échantillon ;
— DN signifie distribution normale ;

— VN signifie violation de la normalité.




Tests de relation

Quali — Quali

1. Si la matrice est au format 2x2
2. et qu’au moins un effectif
théorique est <5

Autres cas
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Légendes
1. V.N : variable nominale

2. V.O : variable ordinale
3. V.B.O : variable binaire ordinale
4

.V de Cramer et Gamma permettent de mesurer l'intensité et la direction (sens) de
la relation.
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Tests de comparaison (Quanti — Quali)
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Légendes :
— K : nombre de sous-groupes de la variable qualitative ;

— DN : distribution normale et VN : violation de la normalité ;
— VH : variances homogenes (homoscédastiques) ;
— Autres cas : lorsque les variances ne sont pas homogénes (homoscédastiques) ;

— Cas rare mais existant : il arrive que la Variable dépendante suit une DN et que
K > 2 avec Variances non homogeénes mais impossible d’appliquer les tests de welch
et celui de Brown-Forsythe parce que certains sous-groupes ont des variances égales a
0, alors on recourt au test de Kruskal wallis.
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